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dvances in radio hardware are enabling the prolif-
eration of wireless mobile communications net-
works, and trends in data networking point toward
continued migration to an IP-centric architecture.

However, mobility stresses the basic Internet architecture in
several ways, requiring additional mechanisms to be imple-
mented in both end hosts and the network; such mechanisms
are generally called mobility management mechanisms. Mobili-
ty management can be handled at different protocol layers in
the architecture, but network-level solutions are typically the
most general since IP is ubiquitous in the Internet.

Development of host (or node) mobility management
extensions to the Internet architecture and protocols began
over 10 years ago in the Internet Engineering Task Force
(IETF). These extensions are commonly referred to as Mobile
IP [1]. Since that time, the Internet has continued to evolve at
a rapid pace, in ways that have affected mobility management.
Although Mobile IP development has adjusted to these
changes, widespread deployment of Mobile IP has proceeded
more slowly than originally expected. The slow growth may be
attributed to two factors:
• Use of the Dynamic Host Configuration Protocol (DHCP)

and virtual private network (VPN) tunneling has sufficed
for many mobile users who to date have been primarily
concerned with email and Web access while roaming.

• Heavy deployment of firewalls and Network Address Trans-
lation (NAT) devices has blocked the originally proposed
operation of Mobile IP protocols.

Along the way, a number of additional mobility management
techniques have been proposed and developed, motivated by per-
ceived shortcomings in Mobile IP service capabilities or deploy-
ment. While it is generally accepted that Mobile IP, in some form,
will be part of the Internet’s future, it is still not clear which
modes of Mobile IP, and which combination of complementary
mechanisms, will evolve to become the most widely used.

This article provides a comparison of three host mobility
management strategies for IP networks. We provide an
overview of the current specification of Mobile IP, and
describe two contrasting mobility management architectures:
one in which mobility management is handled on an end-to-
end basis (Migrate) [2], and one based on a new name space

for Internet hosts (the Host Identity Protocol, HIP) [3].
Below, we first summarize the requirements for a general
mobility management solution. We then provide a taxonomy
of alternative mobility management solutions and list several
examples. After summarizing the three considered approach-
es, our focus shifts to qualitatively comparing them from sev-
eral angles, including performance, security, deployment,
scalability, and robustness.

Requirements for Mobility Management
For small networks, dynamic routing protocols can handle
mobility. Routing protocols for such mobile networks are
being researched intensively and are summarized elsewhere
(e.g., [4]); much of the emphasis in mobile ad hoc routing has
been on routing for small subnets of tens to hundreds of
nodes. However, as networks grow larger, full host-based
routing makes routing table sizes unmanageable, and it
becomes attractive to introduce addressing and routing hierar-
chy to reduce routing overhead. Once addressing becomes
hierarchical and mobile hosts are capable of moving from one
network prefix to another, it becomes necessary to support
additional mobility management mechanisms. The most gen-
eral requirements include:
• Location-independent identifier. Mobile nodes must have or

obtain an identifier that remains static across location
changes.

• Compatibility with IP routing. Mobility management must
interwork successfully with IP routing, such as acquiring a
new topologically correct IP address upon moving, since full
host routes are not propagated in the Internet.

• Location management. If a mobile node offers services to
other nodes, it must be able to be located by clients or
peers as it changes its location.

• Transparency. Mobility management mechanisms should
offer some level of transparency to higher-layer protocols
and applications. For example, the act of readdressing
should not normally cause a TCP connection to break.

• Security. Mobility management mechanisms should not
introduce additional security vulnerabilities into the net-
work.
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Depending on the scenario of interest, a number of other
(possibly conflicting) requirements may be present, including
performance, scalability, deployability, and robustness. Later
in this article we qualitatively compare the three approaches
to mobility management along these lines.

Alternative Mobility Management Solutions
Before looking at Mobile IP, Migrate, and HIP more closely,
it is instructive to first briefly summarize some other types of
mobility management solutions. While these approaches are
not generally applicable to all IP applications, they may have
the benefit of more directly addressing the requirements for a
particular protocol or service.

Transport-layer approaches. Transport protocols, TCP in
particular, have not been compatible with IP readdressing
since TCP protocol control blocks (PCBs) are named by the
quadruple (source IP address, source port number, destination
IP address, destination port number), and because the trans-
port layer checksum covers the IP addresses. Extended TCP
[5] proposed that a new TCP PCB identifier be used to name
the TCP socket, thereby allowing underlying IP addresses to
change. The MSOCKS proposal [6] resembles Mobile IP in
use of agents in the network, but at the transport layer; split
connection proxies allow TCP clients to move transparently.
Finally, work is ongoing in the IETF to modify the Stream
Control Transmission Protocol [7] to allow it to dynamically
change endpoint addresses in the midst of a connection [8]. 

Application-level approaches. The Session Initiation Proto-
col (SIP) can be used to support terminal mobility [9]. Mobile
nodes register new addresses with their SIP registrar. Midcall
location updates are accomplished by sending a new INVITE
to the correspondent node.

Session mobility (context transfer). The IETF has identi-
fied a need to allow edge mobile devices to transfer state
information pertaining to access control, security context, QoS
reservations, and so on, and has established the seamoby
working group in this area. Session mobility may also occur on
the end hosts; an interesting new approach in this area is the
reliable sockets (rocks) project [10], which provides a modified
user-level sockets library that facilitates transparent mobility
and process migration by interposing an additional protocol
above TCP while exporting a standard sockets application
programming interface (API) to applications.

Personal mobility. Personal mobility allows a single user
located at different terminals to be reachable by the same
name or address. Examples of this type of mobility manage-
ment include the Berkeley ICEBERG Universal Inbox [11]
and SIP forking proxies [9].

Service mobility. Service mobility allows mobile users to
access the same services while changing network providers or
communication devices; examples are found in [9].

Alternative architectures. Researchers have proposed novel

internetworking architectures that have implications on how
mobility management is performed. Nimrod [12] is a proposed
revamp of the Internet routing and addressing architecture.
Nimrod separates node addresses from interface identifiers.
However, RFC 2103 describes how Nimrod concepts could be
aligned with Mobile IP [13]. IPNL [14] is a “NAT-extended”
architecture that introduces a new routing layer above IPv4
that is routed by NATs based on fully qualified domain names
(FQDNs). Mobile hosts in an IPNL architecture must register
with an IPNL router in both the visited and home domains,
and these routers in turn flood the information to all other
IPNL routers in their respective realms. It is implied that
IPNL router (NAT) connectivity is somewhat static.

As mentioned above, a location-independent identifier is
central to each mobility management approach. At the net-
work level, two candidate name spaces are the two in use in
today’s Internet: the IP address space, and the set of FQDNs.
A third possibility would be to create a new name space,
either a fixed naming system or an agile one that implements
a “late binding” option to track mobile services [15]. Table 1
summarizes these three possibilities, and we next summarize
each approach.

Mobile IP
Mobile IP was originally developed as an extension to IPv4
protocols (MIPv4) [17]. A description of the original require-
ments and architecture development is found in [18]. In con-
trast, Mobile IPv6 has been developed as an integral part of
IPv6 (MIPv6), which as of this writing has nearly been
approved as a proposed standard [19]. It is the consensus of
the IETF Mobile IP working group that MIPv6 is an improved
version of MIPv4. Both MIPv4 and MIPv6 offer a mode of
operation described below as “Mobile IP through a home
agent.” Additionally, MIPv6 specifies a second mode of opera-
tion, “Mobile IP with route optimization.” We summarize both
of these modes below. We also categorize additional work that
has been performed in extending these basic approaches.

Mobile IP through a Home Agent
In Mobile IP, a mobile node is assigned a home address that
serves as its unique endpoint identifier (EID). Packets from
any correspondent nodes are routed to the home network pre-
fix corresponding to the home address. If a mobile node moves
away from its home network, packets that arrive for the mobile
node must be delivered to its new location. This is accom-
plished by a home agent, which takes responsibility for inter-
cepting packets destined to the mobile node and tunneling
them (via packet encapsulation such as IP-in-IP encapsulation)
to the mobile node’s current destination. In MIPv4, a mobile
node may make use of a foreign agent, if available in the visited
network, for packet decapsulation, thereby avoiding the need
to obtain a temporary IP address. Alternatively (and exclusive-

� Table 1. Three fundamental name space alternatives for network mobility management.

IP address Mobile IP [1] Assign a permanent IP address to the host. Allow the network to track the transient
MSM IP [16] location of the mobile host and forward packets to the temporary destination.

Optionally, allow the mobile host to directly notify peers upon movement.

Hostname Migrate [2] Allow the mobile host to change addresses. If needed, allow the mobile host to
update DNS records upon movement. Allow the mobile host to directly notify peers
of an address change upon movement.

New name space Host Identity Payload (HIP) [3] Separate host or process addresses from interface addresses. Allow the mobile host
Nimrod [12] to update DNS records or network directories upon movement. Allow the mobile

host to directly notify peers upon movement.

Name space Examples Paradigm
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ly in MIPv6), the mobile node acquires a topologically correct
address, known as a care-of address, for the visited network,
and takes responsibility itself for packet decapsulation. It is
therefore necessary for the mobile node to register with and
update its home agent when its point of attachment changes.

Packets originated from a mobile node while on its home
network use the mobile node’s home address as the IP source
address. When a mobile node is on a visited network, it may
attempt to send packets directly to a correspondent node
using the home address as the source address. However, many
networks do not permit the forwarding of packets with source
addresses that are topologically incorrect for the network (a
policy known as ingress filtering). In this case, the mobile node
may “reverse-tunnel” its packets back to the home agent for
decapsulation and forwarding on to the correspondent node
by using its care-of address as the outer IP source address.
Figure 1a provides an overview of reverse tunneling operation
in which the mobile node obtains a care-of address from a
DHCP server in the visited network, and for which authoriza-
tion from an authentication, authorization, and accounting
(AAA) server is possibly required. Internet RFC 3344 [17]
contains many more details of operation and techniques to
secure the various protocol transactions, dynamically discover
agents, and intercept packets on the home network.

A fundamental strength of this mode of operation is that
outside networks are not required to implement protocol
extensions to either correspondent nodes or the Domain
Name System (DNS). The cost of this backward compatibility
is a need to deploy a home agent in the home network, and
the need to route all packets through the home network when
the correspondent node initiates the session. This suboptimal
routing can be avoided if correspondent nodes implement
route optimization extensions, as discussed next.

Mobile IP with Route Optimization
Although route optimization extensions were proposed for
both MIPv4 and MIPv6, they have only been standardized for
MIPv6. These extensions assume default use of home agent-
based operation as described above, but also allow a mobile
node to notify a correspondent node directly of the mobile

node’s current address, to permit the correspondent node to
deliver packets directly to the mobile node. This optimization
improves scalability and reliability and reduces network load
[19]. The correspondent node maintains a binding cache that
stores the current care-of address of the mobile node; the
mobile node uses a binding update message to notify the cor-
respondent node of an address change. When the correspon-
dent node originates a packet, it includes a special type of IPv6
routing header to carry the home address of the mobile node,
but uses the current care-of address as the destination address.
Likewise, when a mobile node originates a packet, it uses an
IPv6 home address destination option to identify its home
address, while using the current care-of address as its source
address, thereby passing through ingress-filtering devices. The
use of routing headers and destination options constitutes par-
tial or degenerate tunneling, since only one additional IPv6
address must be carried in each packet rather than two.

The major need for route optimization is to establish secu-
rity parameters so that the mobile and correspondent nodes
can authenticate and protect the integrity of signaling mes-
sages. This is crucial for preventing denial-of-service (or con-
nection hijacking) attacks, since it is difficult for an arbitrary
node to prove to another that it “owns” a home address and is
authorized to change the packet routing for that address. In
the absence of a cryptographic key infrastructure or preconfig-
ured security associations, the current MIPv6 draft describes
return routability procedures that allow for a security associa-
tion between the mobile and correspondent nodes that is at
least as trustworthy as the packet routing infrastructure
between the correspondent nodes and the home network. The
return routability procedure proves to a correspondent node
that the mobile node is reachable at both its home address
and its prospective care-of address. A sequence of four con-
trol packets are exchanged between the mobile and corre-
spondent nodes, with two of these packets routed through the
home network. The result of this exchange is a key that can
be used to generate authentication data to secure the subse-
quent binding update. Currently, the security association is
transient and must be reestablished for each new care-of
address. Figure 1b provides an overview of the return routabil-

� Figure 1. Essential operation of Mobile IP, with route optimization: a) home-agent-based mobile IP; b) mobile IP route optimization
extensions.
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ity procedure; a detailed summary of its development and
other recent MIPv6 security decisions can be found in [20].

Mobile IP Extensions
Development of Mobile IP extensions to the basic operating
modes described above continues to be an active area of
research and development. We briefly summarize a few gener-
al classes of extensions.

Micromobility. If a mobile node changes its IP address fre-
quently (e.g., in an IP-based cellular system), the latency and
overhead involved in repeatedly updating home agents and
correspondent nodes may be too severe, and packet losses
due to stale bindings in the interim may be unacceptable.
There has been a significant amount of work on Mobile IP
micromobility extensions, which are designed to localize the
effects of mobility to a smaller region around the mobile ter-
minal, thereby masking the rapid mobility from distant nodes.
There are quite a few proposals summarized elsewhere [21,
22]. The proposals can be grouped into the following cate-
gories. Host-based routing schemes create distributed location
databases in the visited network that dynamically route the
packets to the right attachment point; upon mobility, the
mobile node does not have to readdress, but instead has to
update the local routing for its care-of address. Hierarchical
tunneling-based schemes provide local anchor points to which
packets from the outside are delivered; the binding updates
for rapidly moving nodes are terminated at these anchor
points, and packets received by these anchor points are subse-
quently tunneled again to the mobile node’s current address.
Finally, smooth handover schemes aim to reduce packet losses
by using signaling to instruct previously used access routers to
forward all packets received for an old care-of address to the
new address, and by potentially using two access routers
simultaneously (“make-before-break” handover) if the under-
lying link layer technology supports soft handover. 

Access control. In addition to Mobile IP procedures to
ensure that packets are routed correctly, mobile nodes must
be able to obtain network access in networks under different
administrative control. Presently in dialup networks, this
access control is performed by AAA servers, for which
RADIUS is an example protocol [23]. It would be desirable,
then, to integrate Mobile IP binding updates with network
access into a single procedure. Internet RFC 2977 identifies
the requirements that must be met by AAA servers to aid in
providing Mobile IP services [24]. A suggested architecture
for integrating Mobile IP and AAA can be found in [25].
Interestingly, AAA registration is often based on a different
name space, the Network Access Identifier (NAI), of the form
user@realm, which means that an integrated MIP-AAA pro-
posal requires coordination of two names for the mobile host.

Avoidance of a home network. Even with route optimiza-
tion, Mobile IP requires some level of operation through a
home network, which can lead to robustness problems (single
point of failure) and performance issues (latency, overhead) if
the home network is far away. A number of proposals have
concentrated on the possibility of less reliance on a fixed
home network or home agent. In Mobile IP with location reg-
isters (MIP-LR), multiple geographically distributed home
location registers (HLRs), by analogy with cellular systems, can
be employed [26]. Mobile nodes update the HLR rather than
a home agent, and correspondent nodes query the HLR for a
current address of the mobile node. The cost of this optimiza-
tion, aside from the need for additional infrastructure, is a
loss of transparency with respect to correspondent nodes. A
recent IETF proposal [27] introduced a “homeless” extension
to MIPv6. A host supporting this extension is able to operate
without a unique home address, and is always considered

away from home. Specifically, it proposed that each host
maintain a host cache of source (local) addresses valid for a
connection, and a foreign cache of destination addresses valid
for a connection. The main difference between this proposal
and MIPv6 is that TCP or UDP PCBs and IP security (IPsec)
associations are not bound to individual IP addresses but
instead to host/foreign caches. At the protocol level, while
neither MIPv6 routing headers nor home address destination
options are needed when communicating with another home-
less host, a number of new IPv6 destination options are need-
ed, including a “homeless support” option for negotiating this
option at connection initiation. While homeless MIPv6 still
retains the concept of an address as the host’s EID, it can be
viewed as a step toward proposals, to be discussed next, that
handle mobility management mainly on an end-to-end basis.

Migrate
When Mobile IP began to be standardized over seven years
ago, an alternative candidate solution was to use a hierarchi-
cal directory service such as DNS to support location manage-
ment (e.g., [28]). The fundamental difference with such an
approach is that a hostname, rather than an IP address, serves
as the invariant name. However, at the time, dynamic DNS
updates were not part of the Internet standards, and there
was concern that DNS approaches were not scalable. A fur-
ther problem was that TCP uses IP addresses as part of its
connection identifier, making IP address migration difficult.

A recent proposal by Snoeren and Balakrishnan [2] revisits
this decision, invoking the classic end-to-end argument [29]. The
authors argue that host mobility may best be provided for some
applications on an end-to-end basis, without reliance on any new
network mechanisms. The key to their overall architecture is the
use of an FQDN as a host’s invariant name. In their approach,
as with Mobile IP, portability can be achieved through DHCP.
However, location determination is done on the basis of DNS
lookups on a per-session basis. That is, every time a host wants
to initiate a new session with a server or another host, DNS is
consulted. Each time the host moves, it updates the A and PTR
records (mappings between hostnames and IP addresses) in the
DNS server within the host’s home domain. This feature lever-
ages advances in secure DNS update protocols that are now
available in DNS software distributions. Stale DNS bindings are
avoided by making the binding uncacheable via zero time-to-live
(TTL) values in the records. Since DNS is not involved in rout-
ing, it does not matter that hosts located within a particular sub-
net may have domain names from different domains. Also,
uncacheable DNS records are only required if the mobile host is
offering services to other hosts, which traditionally has been the
less common case: mobile clients do not necessarily need DNS
records, and static servers can continue to exploit DNS caching.

Session maintenance is the hardest challenge in this
approach. It requires end-to-end participation between end
hosts and, in particular, modifications to TCP. The authors
propose a Migrate option to TCP that allows an existing TCP
connection to be migrated by either host from an old IP
address to a new IP address. This TCP connection migration
can be accomplished by exchanging two TCP segments (SYN
with Migrate option and ACK of that segment). To prevent
connection hijacking, the exchange can be secured using IPsec
or an optional Diffie-Hellman key exchange at connection
onset. In a later article [30], the authors extend Migrate
beyond TCP connection migration to also include an optional
session layer to allow better handling of prolonged network
disconnection. This session layer can survive changes in
underlying protocol states by providing checkpointing,
resource control, and resumption facilities to applications.
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Figure 2a summarizes the protocol transactions needed to
support a mobile server with an active TCP connection.

Host Identity Protocol
For many years, several observers have advocated the separa-
tion of IP addresses and EIDs in the Internet architecture
(e.g., [31, 32]). The Internet Research Task Force (IRTF)
Name Space Research Group is presently studying the ques-
tion of whether a new name space between the network and
application layers would help solve architectural strains in the
Internet introduced by the overloading of IP addresses to
identify locations in the network, interfaces, host names, and
TCP connection identifiers [33]. HIP by Moscowitz [3] is a
recent formalization of such concepts. The HIP proposal sug-
gests that a new cryptography-based name space may solve a
number of problems in today’s Internet, including routing
table growth due to site multihoming, lightweight IPsec key
establishment, and mobility management across multiple IP
addressing realms. The fundamental idea is to assign a (statis-
tically) globally unique name for any host with an IP stack. By
making this name cryptography-based (a public key), this host
identity can be used to authenticate transactions. A HIP proto-
col layer is effectively interposed between the IP and trans-
port layers, allowing for decoupling of transport connections
from IP addresses, and all packets carry a representation of
the host identity, either implicitly or explicitly. The host iden-
tity could be stored in DNS or a public key infrastructure
(PKI), or could be anonymous, in which case it can still be
used to prevent connection hijacking.

HIP requires an initial four-packet “stateless” handshake
[34] to set up keying material for a connection, although data-
grams could be encrypted and piggybacked after the first two
packets (Fig. 2b). In this respect, it operates like a simpler ver-
sion of the Internet key exchange (IKE) protocol. When used
with IPsec, subsequent packets do not require additional HIP
overhead, since the identity can be implied by the security
parameter index (SPI) carried in the IPsec-protected packets
[35]. The host identity for a peer host could be obtained as
part of the name resolution process. A compressed representa-
tion of the host identity, rather than the IP addresses, is used
in the socket identifiers. Further details are found in [3, 36].

When using HIP, if a host changes its address during a con-
nection, it can send a HIP Readdress packet to any HIP-
enabled correspondent peer. The HIP Readdress packet
contains the current ESP sequence number and SPI to pro-
vide denial-of-service and replay protection, and is authenti-
cated with a HIP signature. Note that intermediate systems
(e.g., NATs) monitoring the packet flow must also be
informed of an address change, and must track the mapping
of a host identity and IPsec SPI to the IP addresses. A conse-
quence of this is that all stateful intermediate systems that use
the address will have to inspect all packets for a HIP Read-
dress packet. With these changes, however, traversing multiple
addressing realms becomes potentially simpler since the IP
address is decoupled from the transport protocol in a secure
manner.

Server mobility may be handled via secure DNS updates,
just as in end-to-end mobility, but the HIP proposal suggests
an optimization in the form of a small amount of infrastruc-
ture support called a rendezvous server [3]. The DNS record
for the server registers the address of a rendezvous server,
and mobile servers will send a HIP Readdress packet to the
rendezvous server to keep it up to date with the current
address (thereby removing DNS updates from the transac-
tion). The function of a rendezvous server is to simply forward
the initial HIP packet to the server’s current location, after
which the handshake proceeds with the current addresses.
The protocol whereby this mapping is ensured is not yet
developed; a generalized packet forwarding agent has also
been suggested [36]. Note that this proposed rendezvous serv-
er bears resemblance to a Mobile IP home agent.

Comparison of Different Approaches
In this section we qualitatively compare the operation of
Mobile IP through home agent (MIP-HA), Mobile IP with
route optimization (MIP-RO), Migrate, and HIP. Our com-
parison looks at each approach in the context of performance,
security, deployment, scalability, and robustness. We assume
that IP address configuration for temporary addresses, as well
as infrastructure authorization mechanisms for accessing a vis-
ited network are available (and are orthogonal to the compar-
ison). We are interested in two fundamental operations:

� Figure 2. Operation of a) TCP Migrate; b) HIP.
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• Initial registration mechanisms needed to enable location by
correspondent nodes

• Protocol necessary to coordinate a move to another address
while active sessions may be ongoing

Performance
Some important performance considerations include per-session
packet overhead and latency (e.g., cost to look up the mobile
node’s current location), per-packet bit overhead and latency,
per-relocation packet overhead and latency, and computational
load on end hosts and network infrastructure. Table 2 identifies
some of the key performance issues for each approach.

Of the four approaches, MIP-HA offers the lowest perfor-
mance in terms of packet route selection and additional per-
packet overhead. The remaining three approaches are similar
in that mobility management is performed on more of an end-
to-end basis upon readdress, and some type of additional per-
session overhead is required to establish security associations.
However, they differ as follows:

•MIP-RO requires a return routability check through the
home network for each care-of address change, in addition to
the binding update sent to the home network. If this require-
ment is relaxed, and security associations (to set up a shared
secret) can be reused across address changes, MIP-RO,
Migrate, and HIP readdressing performance should be similar.
If IPsec were to be used with each of the protocols, HIP and
Migrate would have a small per-packet overhead advantage due
to the avoidance of routing headers and destination options.

•Migrate requires a secure DNS update and a TCP Migrate
handshake for each movement of a server. Although this is no
more packet overhead than found in the other approaches,
performance cost may come as a result of additional DNS
traffic load and latency in the network for querying addresses
of mobile servers.

•A rendezvous server has been proposed for HIP to reduce
the need to dynamically update DNS upon readdress of a
mobile server. The DNS record for a HIP host would then
contain a pointer to the rendezvous server, which the mobile
server would refresh with its current address, and the initial
packet of a HIP handshake would flow through this ren-
dezvous server. However, there is no implementation experi-
ence with or specification for this approach. Without such a
server, HIP faces the same issues as Migrate with respect to
DNS cacheability and updates.

•Mobile-IP-based approaches potentially offer micromobili-
ty extensions that could trump all other performance consider-
ations for some environments. Although micromobility might
be added to Migrate and HIP, the concept is fundamentally at
odds with the end-to-end orientation of each proposal’s design,
unless packet forwarding agents can be integrated.

Security
Security and mobility management are inexorably intertwined,
because mobility opens up the potential for a number of secu-
rity problems, including attacks against the mechanisms of
mobility (e.g., replay attacks, resource depletion attacks), host
impersonation (man-in-the-middle attacks, connection hijack-
ing), and privacy (disclosure of a node’s whereabouts). Addi-
tional discussion of the various issues can be found in [19, 37].
Table 3 identifies some of the key security issues and features
for each approach. All approaches fundamentally require
some kind of trust relationship between the mobile node and
some network infrastructure (the home agents in MIP, and
DNS or an alternative key infrastructure for Migrate and
HIP), but it is plausible to expect that such relationships could
be provisioned. However, the challenge for all the approaches
is to avoid needing a preconfigured trust relationship with all
possible correspondent nodes.

Invariably, additional protocols open up the potential for addi-
tional attacks, but a stated goal for MIP and Migrate is to pro-
vide security assurances no worse than those found in the fixed
networks. For example, while MIP and Migrate are susceptible
to man-in-the-middle attacks, they are not more vulnerable than
nonmobile transactions in the current Internet. HIP suggests that
DNS or a PKI may be used as a directory to store host identities,
in which case HIP exchanges would be robust to man-in-the-mid-
dle attacks. However, if a PKI were to be deployed, all approach-
es could make use of it, and in fact such a development could
obviate certain mechanisms such as return routability.

Although all approaches are basically compatible with
IPsec, current selectors for IPsec security associations assume
that the packet destination addresses are fixed. In the Migrate
and HIP proposals, the underlying addresses could change. In
this case, either IPsec security associations would need to be
renegotiated, or IPsec implementations could remove the
requirement to use the destination address as an index to the
security association database [35].

Deployment
Deployment of new services is increasingly complicated by
backward compatibility concerns and the growth of functional-
ity in the network that can inadvertently or intentionally block
the operation of protocols. Deployment issues include
required changes to end hosts, network infrastructure, and
applications; ability to coexist with middleboxes (NAT and
proxies); potential for auto-configuration; reliance on non-
ubiquitous services (anycast, multicast); and IPv4 vs. IPv6
issues. All of the proposed mobility management approaches
have deployment issues, which are summarized in Table 4.

MIP-HA has a significant deployment advantage over the
other proposals in that it does not require changes to corre-

� Table 2. Key performance issues.

MIP-HA • Suffers from suboptimal routing (all packets travel through home agent)
• Requires per-packet encapsulation overhead
• Micromobility extensions that improve rapid handoff performance are being developed

MIP-RO • Avoids suboptimal routing of MIP-HA but inherits other performance properties of MIP-HA
• Incurs return routability latency/overhead/computation for each care-of address change

Migrate • DNS records are less cacheable, leading to additional per-session packet overhead and initial latency
• Non-TCP-based applications forced to use DNS queries or higher-layer approaches to detect mobility of a peer 
• Additional computation to generate keying material upon SYN exchange

HIP • Requires operation with (and overhead of) IPsec Encapsulating Security Protocol (ESP)
• Computational and packet overhead upon connection establishment to generate keying material (similar to IPsec) 
• Requires either dynamic DNS updates (like Migrate) or additional network infrastructure to allow hosts to find mobile

servers.

Technique Performance issues
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spondent nodes, and has been standardized for some time and
is commercially available. However, as mentioned above, MIP
deployment has been hindered by the presence of firewalls
and NAT. NAT in particular poses a serious problem to the
MIP architecture because many hosts may not have publicly
routable home or care-of addresses. It has long been thought
that a transition to IPv6 would solve this situation, but as IPv6
transition becomes less clear, and unless the IPv6 architecture
has a compelling argument against the continued use of NAT,
such problems may persist. Proposals that do not rely on pub-
licly routed addresses as EIDs may have an advantage when
multiple addressing realms are used, as discussed in [14].

Deployment issues are most severe for a proposal such as
HIP, which requires widespread deployment of IPsec and
more radical changes to the networking stacks of both connec-
tion endpoints. HIP does not strictly require a PKI to operate
(HIP has an anonymous mode), but in the absence of a PKI
or extensions to DNS, the security offered is similar to that of
Migrate or MIP. Although HIP requires sockets to be bound
to host identities and not IP addresses, it is likely that such
changes can be made transparently to non-HIP-aware applica-
tions. Finally, neither the HIP nor Migrate proposals has initi-
ated any significant IETF activity as of this writing.

Scalability
A key property of a globally deployed mobility management
technique is that it scales to efficiently handle large numbers
of nodes. Traditionally, scalability in the Internet is accom-
plished through hierarchy and by moving functionality out of
the network to the end points. Mobile IP scales by widely dis-

tributing the infrastructure (home agents) needed to manage
the mobility bindings, while route optimization improves scala-
bility by reducing overhead due to suboptimal routing. Both
Migrate and HIP scale by adopting an end-to-end solution, but
they also leverage the DNS that achieves scalability by the
hierarchy inherent in domain names. Micromobility techniques
of MIP can also contribute to scalability in masking rapid node
movements from the rest of the network. Table 5 summarizes
some of the key scalability issues of each approach.

An open issue is whether it is wise to extend DNS to handle
mobility. DNS scales through the use of hierarchy and caching,
but DNS-centric approaches to mobility require a reduction in
the TTL for records for mobile nodes, and hence a greater
load on root nameservers. Research work is inconclusive on
this point [38, 39]. Content delivery networks have demonstrat-
ed that DNS entries for large numbers of objects can success-
fully be updated on timescales of seconds. However, when
DNS records change, a secure DNS server must cryptographi-
cally sign its zones before sending the updates to peer servers,
an operation that can take substantial time (minutes) for large
zones. Compounding this concern is the possible increase in
the number of hostnames if peer-to-peer application usage
increases and many more hosts require hostnames.

Presently, IP addresses are often aggregated for purposes
of reduced administration; for example, an access control list
may contain a network address and mask. If host identities
are used to identify hosts, the loss of host aggregation based
on network prefix could cause scaling problems for these
types of access control lists. One possible solution would be to
instead aggregate based on domain names [33].

� Table 3. Key security issues.

MIP-HA • Provides strong authentication and integrity of signaling packets via keyed MD5 (or similar algorithms)
• Compatible with IP security protocols
• Node mobility may be hidden from correspondent nodes (privacy)

MIP-RO • Return routability is the current technique for securing the binding update to correspondent nodes
• Otherwise inherits the security features of MIP-HA

Migrate • Relies on security of dynamic DNS (thereby requiring shared secrets with DNS)
• Uses elliptic curve Diffie-Hellman key generation to create per-session shared secrets, or otherwise IPsec
• Introduces cookie mechanisms robust to TCP SYN flooding and connection hijacking

HIP • As presently proposed, requires operation in conjunction with IPsec
• Provides faster IPsec keying than Internet key exchange, albeit with loss of policy granularity
• Implements “stateless” connection handshake for denial-of-service resilience
• Allows for anonymous identities if privacy is desired

Technique Security issues

� Table 4. Key deployment issues.

MIP-HA • Requires no changes to correspondent nodes or DNS
• Requires deployment and administration of home agents
• Operation is challenged by presence of firewalls and network address translation
• Micromobility extensions require additional infrastructure deployment

MIP-RO • Requires a return routability extension that is not yet mandatory for IPv6 nodes

Migrate • Requires changes to both ends of TCP connections
• Can be deployed as an incremental (pair-wise) capability
• Deployment could be aided by proxies that support the extensions
• Breaks applications that use IP addresses in the application data stream (e.g., FTP)

HIP • Requires IPsec deployment, but otherwise can be deployed incrementally
• For practical use, requires PKI or extensions to DNS, unless operated in anonymous mode
• Requires changes to networking stacks and APIs at both ends of the connection
• Unless applications are HIP-aware, has problems similar to Migrate if IP addresses are used in the application data stream

Technique Deployment issues
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Robustness

Robustness issues include fault tolerance, ability to handle
simultaneous node mobility, ability to handle irregularities in
routing such as unidirectional links and asymmetric routing,
and multihoming capability. In some sense, all proposals are
vulnerable to disconnection from a home network, whether
through home agent-based routing (Mobile IP) or through
home DNS servers (Migrate and HIP), and mobile nodes may
be oblivious to failures in the infrastructure until a reregistra-
tion event occurs. Table 6 summarizes additional issues for
the four approaches.

A related problem is host multihoming (an increasingly
common situation in which a host can have multiple active net-
work interfaces to improve connectivity). The use of a home
address as an EID has interesting ramifications. On one hand,
MIP admits a solution in that all interfaces other than the pri-
mary can be considered as visited addresses, but this implies
that the home network may become a (suboptimally routed)
conduit for packets sent to nonprimary interfaces. Alternative-
ly, a mobile node may manage multiple home agents (one for
each interface). Schemes not based on use of a particular IP
address as an EID appear to have more natural solutions to
host multihoming, but work in this area is still early, and other
problems exist (e.g., how a client with only default routing
information can select the appropriate destination address).

Finally, an important consideration is whether the approach
accommodates the mobility of entire subnets. With end-to-end
approaches such as HIP and Migrate, such mobility would
seem to require either renumbering of the attached subnet,
NAT for the subnet, or injection of a foreign routing prefix.
In contrast, Mobile IP allows for a mobile subnet to mask the
mobility from the attached hosts via tunneling [41].

Summary
In this article we have provided an overview and qualitative
comparison of three potential approaches to host mobility for
IP networks. Work in the IETF has focused on a solution
known as Mobile IP, which has certain advantages and disad-

vantages described above and summarized in Table 7. In light
of the slow deployment of Mobile IP, several alternative solu-
tions have recently been proposed, and we have examined two
such proposals (Migrate and HIP) in more detail herein. 

We have drawn the following conclusions from our compar-
ison: 

•Mobile IP is a much more complete solution than either
Migrate or HIP. While some of the completeness is due to the
large head start Mobile IP has had, the ability to support
micromobility performance enhancements and mobile subnets
is fundamentally difficult to provide using end-to-end solutions.
The cost of these enhancements is the addition of complexity to
the network infrastructure, but this is a cost that the IETF has
already accepted by developing and advocating Mobile IP. An
interesting exercise would be to determine whether micromobil-
ity strategies could be extended to also complement the other-
wise end-to-end solutions of Migrate and HIP.

•While Migrate and HIP offer clear performance advan-
tages over MIP-HA, the operational differences between
them and MIP-RO, on an end-to-end basis, do not appear to
be significant. If competing against MIP-RO, these alterna-
tives must therefore offer additional features, or be usable in
a complementary fashion. HIP may, for example, offer a
cleaner solution to binding update authentication than cur-
rently offered by return routability. HIP also could be of
interest in networks that have higher degrees of host multi-
homing, a requirement for a distributed keying infrastructure
not solely due to mobility management considerations, and
hosts that may not naturally have a home network. More
development of HIP is necessary to better assess its potential
to complement Mobile IP in this way.

•Despite the above considerations, the success of the above
proposals probably depends in large part on the evolutionary
path of the Internet. If IPv6 receives widespread deployment
in the next few years, the performance characteristics and fea-
ture set of MIPv6 will be hard to beat. If, however, IPv4 con-
tinues to persist, or if network address translation does not
die out, the picture is much less clear, and alternatives that do
not rely on use of a publicly routable address as an endpoint
identifier may ultimately prevail.

� Table 5. Key scalability issues.

MIP-HA • Uses wide distribution of home agents (in each home network) to handle the many mobility bindings
• Per-packet operations could be implemented in hardware, reducing expensive overhead
• Plans to develop micromobility techniques to reduce the scope of frequent binding updates

MIP-RO • More scalable than MIP-HA in terms of bandwidth usage and avoiding home network bottlenecks

Migrate • Impact of reduced TTL caching is unknown
• Frequent updates of large DNS zones may lead to scalability issues

HIP • Also has DNS scalability issues, unless proposed rendezvous server or additional dynamic infrastructure is developed

Technique Scalability issues

� Table 6. Key robustness issues.

MIP-HA • Home agents and/or networks could be single points of failure
• Handles simultaneous mobility through use of the home agent as an anchor point

MIP-RO • Similar to MIP-HA

Migrate • Requires extensions to support simultaneous node mobility, such as described in [40]
• Inherits fault tolerance properties of DNS
• End-to-end approaches less sensitive to asymmetric routing

HIP • Similar to Migrate; thorough robustness comparison not possible until protocol approach is completed

Technique Robustness issues
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� Table 7. Strengths and weaknesses of different mobility management solutions.

Mobile IP • Does not require bilateral deployment of host • Tunneling (IPv4) and routing headers (IPv6) lead to additional
(MIP-HA and/or modifications per-packet overheads
MIP-RO) • Can support mobile subnetworks of nodes that • Operation in networks with multiple addressing realms

individually cannot or do not desire to change • Tunneling can conflict with firewall and IPsec security policies
addresses dynamically (e.g., a ship at sea) (IPv4)

• More naturally supports simultaneous mobility • Security relationships more complicated by third-party (e.g.,
of both communicating nodes home, foreign) agents in the network

• Micromobility support being developed
• Longer history of research and development

Migrate • Better path selection (over MIP-HA) • Requires changes to TCP implementation at both ends of the
• Potentially easier integration with NATs and connection

firewalls • Raises concern about DNS scalability due to loss of caching and
• No tunneling or additional per-packet overhead increased DNS database distribution frequency

is incurred • TCP-centric
• Does not require additional network infrastructure

HIP • Better path selection (over MIP-HA) • Little implementation and operational experience with this
• No per-packet overhead beyond that of IPsec approach
• More natural operation with multiple • Significant deployment barriers, including widespread IPsec

addressing realms deployment
• Tightly integrated with IP security protocols • Lacks micromobility, mobile router, simultaneous node
• More natural solution to multihoming movement capabilities

• High overhead (handshake) for short transactions

Approach Strengths Weaknesses


