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synchronous transfer mode (ATM) was proposed
in the 1980s as an evolution of the public net-
works to support broadband services. Since then,
it has evolved into a networking technology which

is suitable for both public and private networks. Since the first
ITU-T Recommendations on ATM in the late 1980s, a lot of
work has been carried out to better support TCP/IP traffic in
ATM networks. An ATM network is able to provide different
types of services, ranging from guaranteed services compara-
ble to leased lines to best-effort services comparable to the
service provided by today’s Internet.

The first ITU-T Recommendations on ATM only support-
ed one type of service, constant bit rate (CBR). This service
can be considered an ATM version of the leased lines services
provided in networks using integrated services digital network
(ISDN) or synchronous optical network/synchronous digital
hierarchy (SONET/SDH). Shortly after the definition of the
CBR service category, the ATM Forum was created to
improve the suitability of ATM to be used in data networks.
Partially based on the work of the ATM Forum, two new ser-
vices were defined.

The first one, variable bit rate (VBR), can be considered a
natural evolution of CBR service. With CBR service, a fixed
amount of bandwidth can be reserved for each virtual circuit
(VC). However, this amount of bandwidth is specified roughly
as one cell every N ms. This is well suited to applications such

as uncompressed voice, video or leased line emulation, but not
entirely for data applications, which are much more bursty.

VBR service also allows end systems to reserve some band-
width inside the network for each VC, but in this case the
bandwidth is specified by three parameters: the peak cell rate,
which is the highest rate at which the end system is allowed to
transmit ATM cells during short periods of time; the maximum
burst size, which is used to limit the amount of cells the end
system can transmit at the peak cell rate; and the sustainable
cell rate, which corresponds to the rate at which the end system
is allowed to transmit continuously. These three parameters
define a traffic envelope which is used by the network to
reserve resources for each VBR VC. Three types of VBR ser-
vices have been defined by the standardization bodies. They
differ in the utilization of the cell loss priority (CLP) bit.

With the VBR.1 service category, the end system is allowed
to send CLP = 0 and CLP = 1 cells inside its traffic envelope.

With the VBR.2 service category, the end system is allowed
to send CLP = 0 cells inside its traffic envelope and CLP = 1
cells outside this envelope.

The VBR.3 service category is similar to VBR.2 except that
the CLP = 0 cells which are sent above the traffic envelope
with VBR.2 will be considered nonconformant by the policing
unit at the ingress of the network and will usually be discard-
ed, while their CLP bit will be changed from 0 to 1 with the
VBR.3 service category. With all ATM service categories, the
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end system is never allowed to transmit ATM cells at a higher
rate than the negotiated peak cell rate.

A second contribution of the ATM Forum was the defini-
tion of a best-effort service category, unspecified bit rate
(UBR). This service mimics the service provided by today’s
Internet. Initially, the UBR service category was defined to
offer a cell-based service, but it quickly appeared that to effi-
ciently support TCP/IP traffic, it was necessary to provide a
service which is at least aware of the ATM Adaptation Layer
type 5 (AAL5) frame boundaries. Today, most ATM switches
implement frame discard strategies such as early packet dis-
card (EPD) to discard entire AAL5 frames instead of individ-
ual ATM cells when congestion occurs.

Although UBR was a good match for today’s Internet, it was
only suitable for networks where congestion is handled by an
upper layer protocol; otherwise, there is a high risk of conges-
tion collapse. The ATM Forum anticipated this potential prob-
lem and, as soon as the UBR service category was defined,
started to work on a new service category, available bit rate
(ABR) [1]. ABR is based on a rate-based congestion control
mechanism implemented in the ATM layer. With the ABR ser-
vice, the end system periodically sends special resource man-
agement (RM) cells within its flow of data cells. These RM
cells are used to provide feedback to the sources, which are
forced to transmit at the rate specified by the RM cells to avoid
congestion. The RM cells are modified on the fly by ATM
switches based on their congestion level, and the destination
returns them to the source. The ABR service can provide both
a best-effort service and a service with a minimum guaranteed
bandwidth. The end system selects between both types of ser-
vices by specifying a minimum cell rate (MCR) in addition to
the peak cell rate. When MCR is positive, the network must
reserve at least this amount of resources for the end system,
and the end system is guaranteed to always be allowed to trans-
mit at this rate. The ABR service only supports CLP = 0 cells
and, thanks to the utilization of its rate-based congestion con-
trol mechanism, provides loss-free operation.

The guaranteed frame rate (GFR) service category was
defined as a new service category to better support TCP/IP
traffic. We describe the definition of this new service category.
We also qualitatively compare it with the existing service cate-
gories. The support of GFR in ATM networks will require
modifications to the existing ATM switches. We discuss sever-
al mechanisms that have been proposed to efficiently support
GFR inside ATM switches. To be useful in real networks, it is
important that these switch implementations efficiently sup-
port TCP/IP traffic. We study the performance of three of
these switch implementations by simulations. We consider two
different network environments and show the severe limita-
tions of the simplest switch implementation when carrying
TCP/IP traffic. We finally summarize our findings and some
important lessons when studying the performance of TCP/IP.

The GFR Service Category
The GFR service category is one of the most recent ATM ser-
vice categories. It was first proposed in December 1996 [2]
and quickly became very popular. The GFR specification was
recently finalized by the ATM Forum [3].

The main motivation for the introduction of this new ser-
vice category was to provide a service which is as easy to use
as the UBR service category for the end systems while still
providing bandwidth guarantees. In [2], the promoters of
GFR argued that for most deployed end systems, the only
really usable service category defined at that time was the
UBR service category because these end systems are either
directly connected to the ATM network, but with an ATM

adapter which does not provide the shaping mechanisms
required by the CBR, VBR, and especially ABR service cate-
gories, or not attached directly to the ATM network. In the
latter case, which corresponds to most of today’s corporate
networks, the end systems are fitted with Ethernet or token
ring adapters and are connected through intermediate systems
(i.e., bridges or routers) to the ATM network. For these end
systems, the guarantees offered by the ATM network are
completely hidden by the intermediate system.

The GFR service category keeps the simplicity of UBR
(from the endsystem’s point of view) by allowing the end sys-
tem to transmit cells at the line rate of their ATM adapter.
Another important feature of GFR is that since almost all
data traffic is AAL5-based, GFR takes the specific require-
ments of AAL5 into account. The GFR service category
requires the network elements to be aware of the AAL5
frame boundaries and to discard entire AAL5 frames when
congestion occurs. Such a strong requirement was not includ-
ed in the UBR service category, although it is also mainly
used for AAL5-based traffic. Another important difference
between GFR and UBR is that GFR allows the user to reserve
some bandwidth, for each GFR VC, inside the network. This
means that the user is assured that she will always be able to
transmit at a minimum rate without losses. On the other
hand, if the network is not congested, the user will be able to
transmit at a higher rate. Furthermore, in case of congestion,
the network will drop entire frames instead of dropping indi-
vidual cells from possible different frames.

More precisely, the GFR traffic contract [3] is composed of
four main parameters (neglecting the cell delay variation tol-
erances):
• Peak cell rate (PCR)
• Minimum cell rate (MCR)
• Maximum burst size (MBS)
• Maximum frame size (MFS)
The PCR has the same meaning as in UBR: it is the maximum
rate at which the end system is allowed to transmit. It can be
expected that the PCR will often be set at the line rate of the
ATM adapter of the end system. The MFS is the largest size of
AAL5 frame the end systems can send. For GFR switched VCs
(SVCs), this parameter will be equal to the AAL5-CPCS SDU
size parameter which is negotiated between the source and des-
tination end systems during connection setup.

The end systems request a minimum guaranteed bandwidth
by specifying a nonzero MCR and an associated MBS. The
MCR, expressed in cells per second, corresponds to the long-
term average bandwidth which is reserved for the VC inside
the network. It is similar to the sustainable cell rate (SCR) in
VBR [3], although the MCR provides a minimum guaranteed
bandwidth to entire AAL5 frames, while the SCR provides a
minimum guaranteed bandwidth to individual cells. The MBS
places an upper bound on the burstiness of the traffic to
which the minimum guaranteed bandwidth applies. The value
of the MBS is negotiated between the end systems and the
network, but according to [3] this parameter must always be at
least equal to 1 + [(MFS x PCR)/(PCR – MCR)].

The GFR service category defines a particular utilization of
the CLP bit in the ATM cells. Since the logical unit of infor-
mation is a frame, GFR imposes that all the cells of a frame
have the same CLP bit. The CLP = 1 AAL5 frames are con-
sidered low-priority frames which should be transmitted by
the network on a best-effort basis. The minimum guaranteed
bandwidth is only applicable to the CLP = 0 frames.

With this utilization of the CLP bit, the intuitive meaning
of the MCR is that if the end system transmits CLP = 0
AAL5 frames at a rate smaller than or equal to the MCR,
these frames should be correctly received by the destination.
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However, GFR does not require the end systems to shape
their traffic, and it can be expected that most users of this ser-
vice category will always transmit at the negotiated PCR. In
this case, each frame will appear as a burst of cells transmit-
ted at the PCR.

Formally, the minimum guaranteed bandwidth is specified
by F-GCRA(T,L) [3] with parameters T = 1/MCR and L =
(MBS – 1) x (1/MCR – 1/PCR). The F-GCRA is an adapta-
tion of the GCRA used in VBR [3]. The main difference
between the GCRA and F-GCRA is that the F-GCRA
declares entire CLP = 0 frames to be eligible or ineligible for
the minimum guaranteed bandwidth. The eligible AAL5
frames are those which should be delivered to the destination
to fulfill the minimum guaranteed bandwidth. The CLP = 1
are not eligible for the minimum guaranteed bandwidth.
While the F-GCRA is used to specify which frames are eligi-
ble for the minimum guaranteed bandwidth, it should be
noted that GFR explicitly allows end systems to transmit
frames in excess of this minimum guaranteed bandwidth. The
GFR service category also expects the network to deliver this
excess traffic on a best-effort basis to the destination end sys-
tems and to “fairly” distribute the available bandwidth to the
active VCs. The exact definition of the fair distribution is
implementation-dependent.

The F-GCRA algorithm specified in [3] is an ideal F-
GCRA, which may be difficult to implement in real policers,
shapers, or schedulers. The Simple-F-GCRA (Fig. 1) defined
in [3] is a slightly simplified version that is equivalent to the
F-GCRA(T,L) for connections containing only conforming
frames (i.e., frames that contain at most MFS cells with the
same CLP bit setting and pass the GCRA(PCR,tPCR) test).

As with other service categories, two GFR conformance
definitions have been defined: GFR.1 and GFR.2. The only
difference between them is whether an F-GCRA is used to
explicitly set the CLP bit to one in the ineligible frames at the
ingress of the network or not. With GFR.2 conformance, the
policing function at ingress of the network uses an F-GCRA
to tag the non-eligible AAL5 frames. When this conformance
definition is used, only the eligible AAL5 frames are accepted
as CLP = 0 AAL5 frames inside the network. Thus, there is a
clear distinction between the eligible (CLP = 0) and ineligible
(CLP = 1) AAL5 frames, and the ATM switches may rely on
this to decide whether an AAL5 frame must be delivered to
fulfill the minimum guaranteed bandwidth or not. As we will
see later, a simple switch implementation can be used to sup-
port GFR.2 conformance.

With GFR.1 conformance, the network is not allowed to
modify the CLP bit of the frames sent by the end systems, but
the end systems are still allowed to send CLP = 0 frames in
excess of the minimum guaranteed bandwidth (even if only a
fraction of these frames are actually eligible for the guaran-
teed minimum bandwidth). With this conformance definition,

there is thus no “visible” distinction between an
eligible and an ineligible AAL5 frame inside the
network. Thus, to support GFR.1 conformance,
each ATM switch in the network must be able to
determine, by itself, which CLP = 0 frames must
be transmitted to fulfill the minimum guaranteed
bandwidth and which AAL5 frames are part of
the excess traffic and thus could be discarded if
congestion occurs. It should be noted that the
GFR service category does not require that the
frames found eligible at the ingress of the net-
work are exactly those which must be delivered to
the destination to provide the minimum guaran-
teed bandwidth. The requirement is weaker.
GFR only requires the network to deliver enough

complete CLP = 0 frames at the destination to provide the
minimum guaranteed bandwidth, but does not specify precise-
ly which CLP = 0 frames must be delivered to the destination.

Another particular point of the definition of GFR is the
“semantics” of the CLP bit when the GFR.1 conformance def-
inition is used. There are two possible interpretations for the
semantics of this bit; after several discussions the ATM
Forum did not choose one over the other.

The two possible interpretations are :
• With the strict interpretation, all the CLP = 0 frames,

including the ineligible ones, have greater “importance”
than the CLP = 1 frames. This interpretation implies that
the switches should always first discard CLP = 1 frames
before discarding an ineligible CLP = 0 frame.

• With the relative interpretation, a CLP = 1 frame is always
less important than a CLP = 0 frame belonging to the same
VC, but it can be more important than a CLP = 0 frame
belonging to a different VC. This interpretation implies that
the switches should discard arriving AAL5 frames based not
only on the CLP bit of the first cell of the frame but also on
the resource consumption of the corresponding VC.
To understand the difference between these two semantics,

let us consider an example with two VCs with the same MCR
and PCR multiplexed on a single link. Let us also consider
that the MCR of these VCs is equal to 50 percent of their
PCR. Suppose that VC1 is only sending CLP = 1 frames while
VC2 is only sending CLP = 0 frames. With the strict interpre-
tation for the CLP bit, VC2 will receive a very large fraction
of the bottleneck link, and VC1 will not be able to efficiently
utilize its MCR. With the relative interpretation for the CLP
bit, both VC1 and VC2 would receive 50 percent of the bottle-
neck link. Since the ATM Forum did not choose between the
two interpretations, each supplier of ATM equipment or net-
work provider will have to choose one interpretation. This
may create interoperability problems from a performance
point of view in heterogeneous networks.

GFR and the Other Service Categories
Before discussing how GFR can be supported by ATM switch-
es and their respective performance, it is useful to qualitative-
ly compare GFR with the main ATM service categories. An
interesting comparison of the various service categories from
the viewpoint of an enterprise network may be found in [4].

Compared with UBR, the main advantages of GFR with a
zero MCR is that with GFR the network must take the frame
boundaries into account. This implies that GFR switches must
implement frame discard strategies. Although UBR switches
should also implement these strategies, this is not a strong
requirement. It can thus be expected that the performance of
TCP over GFR with a zero MCR would at least be as good as
the performance of TCP over UBR.

■ Figure 1. The simple-F-GCRA(T,L).

Cell arrival at time ta:
First cell of an AAL5 frame: Middle or last cell of an AAL5 frame :
if( ( ta <TAT – L ) OR (IsCLP1(cell)) if(eligible)
{ {
/* non-eligible cell */ /* eligible cell */
eligible=FALSE; TAT = max(ta,TAT)+T;
} }
else else
{ {
/* eligible cell */ /* non-eligible cell*/
eligible = TRUE;
TAT = max(ta,TAT)+T;
} }
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Compared to VBR, the main advantage of GFR is that the
quality of service (QoS) guarantees are provided at the frame
level, while they are only provided at the cell level in VBR.3.
The simulation studies [5, 6] which considered both VBR.3
and GFR showed that TCP always achieved better perfor-
mance with GFR than with VBR.3. It can be expected that
networks which today rely on the VBR service category to
support TCP/IP traffic will utilize GFR as soon as it becomes
readily available.

Compared to ABR, the main advantage of GFR and its ini-
tial motivation is its simplicity for the end systems. GFR does
not impose the implementation of complex shapers inside the
end systems as does ABR. This might be at the expense of
more complex switch implementations relying on per-VC
scheduling, as we will see in the next section. However, although
ABR can be used with simple FIFO switches, it also forces the
network operator to select values for a large number of opera-
tional parameters (rate increase factor, RIF; rate decrease fac-
tor (RDF); etc. [3]) that influence the behavior of the sources
and destinations. The correct selection of these parameters in
an heterogeneous network is not always a simple task. GFR
does not require the specification of such parameters.

A second advantage of GFR is that it does not introduce
additional overhead due to the transmission of RM cells. This
overhead can be important in practice. Of course, this advan-
tage must be balanced with the fact that GFR does not pro-
vide a loss-free service, while ABR avoids losses inside the
ATM network.

Since the approval of the GFR specification by the ATM
Forum [3], the ATM Forum has been working on two simple
improvements for UBR. These two modifications to UBR were
in straw ballot within the ATM Forum at the time of this writing.

The first improvement [7] allows the end system to option-
ally associate a minimum data cell rate (MDCR) to UBR
VCs. This MDCR is similar in spirit to the MCR of GFR, but
with no QoS commitment attached. This implies that even
when the MDCR is specified, UBR still only provides best
effort service. The MDCR is thus only an indication that the
end system provides to the switches. This contrasts with the
utilization of the MCR in GFR since a strong QoS commit-
ment is associated with the MCR.

The second improvement [8] allows the end system to
attach a behavior class to each UBR VC. This information will
then be used by the switches to provide different classes of
service to VCs with different behavior classes. This modifica-
tion is intended to allow ATM switches to better support the
Internet Engineering Task Force (IETF) differentiated ser-
vices model and the IEEE 802.1D user priorities used in 802.x
LANs. GFR does not directly support such behavior classes.
With GFR, the differentiation between VCs can only be done
on the basis of the MCR. Such MCR-based differentiation
can be used to support IETF assured forwarding service over
ATM networks [9].

Supporting GFR in ATM Switches
Several implementations have been proposed in the literature
to support the GFR service category in ATM switches. These
implementations can be grouped in three main categories
depending on complexity. Another survey of switch implemen-
tations may be found in [10].

The simplest switch implementations only need to maintain
a few bits of state for each established VC to perform the
AAL5 frame discard mechanisms required by GFR service.
They usually rely on the tagging of the ineligible frames per-
formed by an F-GCRA at the ingress of the network. The

main advantage of these implementations is their low com-
plexity. This group of implementations includes the simple [2]
buffer acceptance algorithm described herein and a modified
buffer acceptance algorithm proposed in [11]. The main draw-
back of these implementations is that they only support
GFR.2 conformance.

The switch implementations of the second category main-
tain at least one counter and a few bits of state for each estab-
lished VC while being suitable for FIFO-based switches.
Several implementations of this kind have been proposed in
the literature, such as DFBA [12], the virtual queuing tech-
nique proposed in [13] and briefly described in this article,
and the second and third implementations proposed in [11].

Finally, the more complex switch implementations [2, 14]
maintain one counter and a few bits of state for each VC as
well as one logical queue for each established VC. These
implementations usually rely on a Weighted Fair Queuing
(WFQ)-like scheduler to provide the minimum guaranteed
bandwidth (i.e., the scheduler is configured to serve the queue
corresponding to each VC at least at its MCR). Implementa-
tions from this group are discussed below.

A Simple Implementation for GFR.2
The simple switch implementation proposed in [2] is an adapta-
tion of a simple buffer acceptance algorithm frequently used to
support VBR service in ATM switches. Intuitively, this switch
implementation provides the MCR guarantee by discarding
CLP = 1 frames earlier than CLP = 0 frames. This is possible
provided that the amount of CLP = 0 frames is bounded (i.e.,
when GFR.2 conformance is used). The switch provides the
MCR guarantee by avoiding to drop CLP = 0 frames.

More precisely, this simple switch implementation is an
AAL5-aware buffer acceptance algorithm which relies on two
buffer thresholds. The low threshold is used to limit the
amount of ineligible (CLP = 1) frames inside the buffer.
When the queue occupancy of the buffer is above this thresh-
old, the newly arriving CLP = 1 frames are entirely discarded.
The value of the low threshold is chosen as a function of the
traffic contract of the established VCs. CLP = 0 frames are
entirely discarded when the buffer occupancy reaches the high
threshold, but the connection admission control (CAC) algo-
rithm should ensure that this is a rare event. The high thresh-
old is only used to ensure that the switch will not drop
individual cells from a frame. Its value will usually be close to
the buffer size and should not impact performance. The sim-
ple switch implementation is shown graphically in Fig. 2. All
the GFR VCs are multiplexed in a single FIFO buffer which
is directly attached to the output link.

The main advantage of this switch implementation is that it
only requires a global counter for the number of cells in the
buffer, and two bits of state information for each VC to dis-
card entire CLP = 1 frames and not individual cells when
congestion occurs.

Counter-Based Implementations
The buffer acceptance algorithm proposed in [13] aims to sup-
port GFR service with a single FIFO buffer for all the GFR
VCs. This implementation maintains one counter for each
VC. The value of the counter is used to decide whether a new
frame can be accepted inside the FIFO buffer. In addition, a
background process updates the counters at a rate function of
the MCR of each VC and the current utilization of the output
link. When the first cell of a frame arrives, it is accepted
inside the buffer provided that the counter associated with its
VC is large enough; otherwise, the entire frame is rejected.
The update of the per-VC counters is done in order to ensure
that each counter receives a number of credits corresponding
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to its MCR. If there is some unused bandwidth on the output
link, the counter update algorithm will distribute additional
credits to each VC in proportion to their MCR. Additional
details on the implementation of this algorithm may be found
in [13]. The implementation proposed in [12] also relies on
per-VC counters to determine whether an incoming frame
should be accepted or not. These counters represent the num-
ber of cells from each VC inside the buffer, but they are not
updated regularly as in the implementation proposed in [13].

Compared to the simple implementation discussed above,
the counter-based implementations have the advantage of
being able to support the two GFR conformance definitions.
However, this is at the expense of maintaining at least one
counter for each VC and implementing a possibly complex
counter update algorithm.

Per-VC Threshold and Scheduling
This implementation combines a buffer acceptance algorithm
with a per-VC scheduler. It was first proposed in [2]. It pro-
vides the bandwidth guarantees required to support the GFR
service category by maintaining one logical queue for each
GFR VC and by serving these queues with a WFQ-like sched-
uler at a rate at least equal to their MCR. The utilization of
this scheduler guarantees that, when active, each VC will be
allocated its reserved bandwidth as well as some fair share of
the available excess bandwidth. Many schedulers have been
proposed in the literature [15], and several have already been
implemented in commercial products. In addition to providing
the minimum guaranteed bandwidth, these schedulers often
distribute the unreserved bandwidth in proportion to the
MCR of each VC, although some schedulers provide a more
flexible distribution of the unreserved bandwidth [6].

The scheduler ensures that each VC will
be served at a rate at least equal to its MCR,
but a switch must also ensure that a single
VC will not be able to saturate the switch
buffers. For this, the switch must intelligently
discard frames when congestion occurs. This
is done with a per-VC buffer acceptance
algorithm (Fig. 3). This algorithm relies on a
global counter for the occupancy of the com-
plete buffer and on one counter for the occu-
pancy of each per-VC queue. It is configured
by specifying two buffer thresholds (not
shown in Fig. 3) on the total buffer occupan-
cy and one per-VC threshold. The low thresh-
old is used to detect congestion. When the
total buffer occupancy is above the low
threshold, the switch is considered congested
and only the CLP = 0 frames are accepted
inside the buffer. Thus, CLP = 1 frames are
discarded as soon as the total buffer occupan-
cy is above the low threshold. The high
threshold is used together with the per-VC

thresholds. When the buffer occupancy is between the
low and high thresholds, all incoming CLP = 0 frames
are accepted. However, when the buffer occupancy is
above the high threshold, a newly arriving CLP = 0
frame is only accepted if the occupancy of its queue is
below its per-VC threshold. Otherwise, the arriving
CLP = 0 frame is discarded. This is used to ensure that
one VC will not be able to saturate the complete buffer
and prohibit other VCs from utilizing the buffer. The
values of the various thresholds will depend on the traf-
fic contract of the established VCs.

The per-VC threshold and scheduling implementa-
tion is able to support the GFR.1 and GFR.2 confor-

mance definitions, although it was designed with the GFR.1
conformance definition in mind.

Per-VC Scheduling and RED
Another example briefly discussed in this article is a modified
version of the per-VC threshold and scheduling implementa-
tion proposed in [16]. In this switch implementation, the
threshold-based frame discard mechanism is replaced by an
active frame discard mechanism. Many researchers have
argued that the utilization of such mechanisms would be ben-
eficial for TCP/IP traffic [17].

In the per-VC scheduling and random early detection
(RED) implementation (Fig. 4), the minimum guaranteed
bandwidth is provided by the utilization of a per-VC sched-
uler. The buffer acceptance mechanism relies on the ATM
version of RED described in [18]. Other variants of RED
could have been used [19, 20]. This mechanism attempts to
accomplish fair sharing of the buffer resources by maintaining
accounting information for each per-VC queue. This buffer
acceptance algorithm is configured by specifying two global
thresholds (minth and maxth, not shown in Fig. 4) and two
thresholds on each per-VC queue (low[i] and high[i] for
queue i). The values of these thresholds depend on the traffic
contract of the GFR VCs.

When the occupancy of a per-VC queue is below its low
threshold, this VC is considered underloaded, and all incom-
ing frames are accepted inside this per-VC queue.

When the occupancy of a per-VC queue is between its two
thresholds, CLP = 0 frames are accepted and the RED buffer
acceptance algorithm decides to accept or reject the CLP = 1
frames. This algorithm works as follows. If the average occu-
pancy of the complete buffer is below minth, the incoming

■ Figure 2. The simple switch implementation.

High threshold Low threshold

CLP = 0 AAL5 PDUs
and tails of CLP = 1 AAL5 PDUs

Tails of CLP = 0
AAL5 PDUs

CLP = 0 and CLP = 1
AAL5 PDUs

GFR
VCs

■ Figure 3. The per-VC threshold and scheduling switch implementation.

…

PCR

Buffer acceptance
If buffer < low threshold: accept
If low threshold ≤ buffer < high threshold: accept only CLP = 0
If high threshold < buffer: accept CLP = 0 if Queue[i] < T[i]

WFQ-like scheduler
Queue[i] is served
at least at MCR[i]GFR VC[1] T[1]

GFR VC[2] T[2]

GFR VC[3] T[3]

GFR VC[N] T[N]
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frame is accepted. If the average occupan-
cy of the complete buffer is between minth
and maxth, the incoming frame is discard-
ed with a probability that is a function of
the average buffer occupancy. When the
average buffer occupancy is equal to
maxth, the incoming frame is discarded
with probability maxp. maxp is another
parameter of the buffer acceptance algo-
rithm used by this implementation. If the
average buffer occupancy is above maxth,
the incoming frame is discarded.

When the occupancy of a per-VC
queue is above its high threshold, it is
considered overloaded. In this case, the
RED buffer acceptance algorithm decides
to accept or reject incoming (CLP = 0
and CLP = 1) frames from this VC.

Performance of TCP with GFR
Several researchers have used simulations to study the perfor-
mance of TCP/IP with GFR service. These studies can be
divided in two groups. The first simulations that appeared
considered a single TCP connection to be carried by each
ATM VC; thus, a minimum guaranteed bandwidth was associ-
ated with each TCP connection [11, 21–25]. Such a utilization
of the ATM network would occur in a homogeneous ATM
network where all the end systems are directly connected to
the ATM network. Although this case applies to some existing
ATM networks, it is not the most common utilization of ATM
networks today. This case will be referred to as workstation
traffic in the remainder of this section.

Another, more realistic utilization of ATM is as a back-
bone network [5, 6, 12, 26, 27]. In this case, the end systems
are not directly attached to the ATM network but are
attached to legacy LANs, and routers are used to multiplex
the traffic originating from several end systems into a single
ATM VC. In this case, each ATM VC carries the traffic cor-
responding to a potentially large number of TCP connec-
tions. We will  use internetwork traffic when discussing
simulations were each ATM VC carries several TCP connec-
tions. This utilization of the ATM network is much closer to
the original deployment ideas of the proponents of GFR [2]
than the first one.

To evaluate the performance of TCP in these two environ-
ments, we relied on simulations with a modified version STCP
[28]. STCP is an event-driven simulation tool designed to effi-
ciently carry simulations of TCP in ATM networks. The main
advantage of STCP over other simulation tools is that it uti-
lizes the standard BSD 4.4 Lite TCP implementation instead
of a model of TCP. We have patched STCP to include the
SACK implementation available from [29]. For all our simula-
tions, we consider sources involved in file transfers. Each
source continuously transfers files of a fixed size. Once a file
has been successfully transferred, a new file is sent, and so on.
This allows us to take into account the transients due to the
establishment of the TCP connections, such as the initial slow
start. The simulation results discussed in this section corre-
spond to average values over a simulated time of 100 s, which
is sufficient to obtain stable results.

In the two studied environments, we consider GFR VCs
with different MCRs. The simulations are used to evaluate
whether the TCP sources using these VCs can efficiently uti-
lize the reserved bandwidth in the ATM layer. Since the per-
formance of TCP is often influenced by the round-trip time,

we consider two groups of VCs in all simulations to evaluate
whether there is some unfairness for sources with larger
round-trip times.

All our simulation results are presented in figures where we
show the goodput achieved by the TCP connection(s) using
each ATM VC. For each figure, we also plot the calculated
expected goodput. This expected goodput is defined as the
goodput the TCP connection(s) should achieve under ideal
conditions (i.e., without frame losses and retransmissions but
taking into account the ATM overhead and assuming that the
unreserved bandwidth should be distributed to the established
VCs in proportion to their MCRs). Thus, a simulation results
close to the expected goodput will indicate that the switch
implementation considered is able to efficiently support
TCP/IP traffic.

Workstation Traffic with GFR
Our first simulated network is an ATM end-to-end network
(Fig. 5). This network is used to model an environment where
high-performance workstations are directly connected to
ATM switches with ATM adapters. We consider a network
with 10 TCP sources (left of Fig. 5) sending large files to 10
TCP destinations. The TCP sources continuously transfer a 1
Mbyte file, and the window size of each workstation is large
enough to completely utilize the available bandwidth. A bidi-
rectional GFR VC is established between each pair of work-
stations. The MTU (maximum packet size) size for all the
workstations was set at the default value for IP over ATM,
9180 bytes or 192 ATM cells. The TCP sources and destina-
tions always send CLP = 0 frames.

The characteristics of the GFR VCs are summarized in
Table 1. The backbone ATM switches utilize one of the GFR
switch implementations described above, and the delay on the
link between the two switches is set to 10 ms. The ATM back-
bone link was chosen so that 90 percent of the available band-
width of this link is reserved for the GFR VCs. Since the total
of the MCRs of the GFR VCs is equal to 60 Mb/s, the band-
width of the backbone link was set to 66.7 Mb/s.

The results of these simulations are shown in Figs. 6 and 7,
where the workstation-to-workstation TCP throughput is plot-
ted for the 10 workstations as a function of their reserved
bandwidth (MCR).

We consider GFR.2 conformance for the simulations with
the simple switch implementation. The ATM switches were
configured with a buffer size of 16,000 cells. This corresponds
to buffer sizes of current ATM switches. The low buffer
threshold was set to 2000 cells to avoid discarding CLP = 0

■ Figure 4. The per-VC scheduling and RED switch implementation.
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frames. No CLP = 0 frames were discarded during the simu-
lations with this switch implementation.

Figure 6 illustrates the performance of the simple imple-
mentation. This figure corresponds to simulations with a
large MBS (2000 cells) for the traffic contract of the GFR
VCs. In this case, the simple switch implementation has dif-
ficulties efficiently supporting workstation traffic. For exam-
ple, the workstation attached to a 10 Mb/s VC achieves a
goodput of only 7.5 Mb/s when the simple implementation is
used in the ATM switches. On the other hand, the 2 Mb/s
workstation achieves a higher total goodput than its MCR.
The low performance of TCP combined with this implemen-
tation is mainly due to poor interactions between the F-
GCRA and TCP. TCP traffic is bursty, and the F-GCRA
expects smooth traffic. Due to the burstiness of TCP traffic,
the F-GCRA may mark a large fraction of the TCP packets
as CLP = 1 frames, although the long-term average rate on
the ATM VC is smaller than MCR. Furthermore, the F-
GCRA has a tendency to mark TCP traffic in bursts. These
bursts of CLP = 1 frames are subject to discarding inside
the ATM switches, and these burst losses are not recovered
by TCP’s fast retransmit algorithm. This effect is especially
important for sources having to fill a large reserved band-
width. Simulations carried out with smaller values for the
MBS showed that the TCP performance was worse with
lower values for the MBS. The simulations did not reveal a
significant impact of the low buffer threshold on the perfor-
mance provided that it is not too small [6].

We consider GFR.1 conformance for the simulations
with the two scheduler-based switch implementations.
We have implemented the Virtual Spacing [30] sched-
uler in the STCP simulator. For the per-VC threshold
and scheduling implementation, the global thresholds
were set to 2000 and 12,000 cells, respectively. We used
an MBS of 320 cells for the GFR VCs, and the per-VC
thresholds were equal to the MBS. For the per-VC
scheduling and RED implementation, maxp was set to
10 percent, minth to 2000 cells and maxth to 6000 cells.

The performance of TCP with these two switch
implementations is much better, as shown in Fig. 7. The
scheduler-based implementations clearly outperform
the simple implementation. The goodput achieved by
the TCP sources is now much closer to the expected
goodput, although the workstations with high MCRs are

somewhat penalized.
However, with all switch implementations we notice the

unfairness between the TCP connections with 15 ms and 30
ms round-trip times, a problem inherent to TCP’s conges-
tion control algorithm. The best bandwidth differentiation is
obtained with the RED implementation and, for the 15 ms
delay TCP sources, at the expense of the bandwidth differ-
entiation of the 30 ms TCP sources. The slight performance
gain of the RED implementation is mainly due to the fact
that this switch implementation tries to avoid losing bursts
of TCP packets. This has a positive impact on the TCP
goodput by reducing the number of expirations of the
retransmission timer.

Internetwork Traffic with GFR
Our second simulated network is shown in Fig. 8. This net-
work is representative of many deployed IP over ATM net-
works in use today where the IP traffic is first aggregated
by routers before being sent on an ATM backbone. For this
environment, we have considered an ATM network which
is used to interconnect 20 switched Ethernet LANs. Each
switched Ethernet LAN is modeled as containing 10 work-
stations attached with 10 Mb/s point-to-point links to an
aggregation router. The aggregation router aggregates all
the traffic from the workstations and sends it through the
ATM backbone network to its corresponding router, which
delivers the traffic to the workstations on the remote
LANs. All the traffic from one workstation on one LAN on

■ Figure 5. A workstation traffic scenario.
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■ Table 1. Characteristics of the GFR VCs for the workstation scenario.

1 to 1* 155 Mb/s 2 Mb/s 15 ms

2 to 2* 155 Mb/s 4 Mb/s 15 ms

3 to 3* 155 Mb/s 6 Mb/s 15 ms

4 to 4* 155 Mb/s 8 Mb/s 15 ms

5 to 5* 155 Mb/s 10 Mb/s 15 ms

6 to 6* 155 Mb/s 2 Mb/s 30 ms

7 to 7* 155 Mb/s 4 Mb/s 30 ms

8 to 8* 155 Mb/s 6 Mb/s 30 ms

9 to 9* 155 Mb/s 8 Mb/s 30 ms

10 to 10* 155 Mb/s 10 Mb/s 30 ms

Workstation pair PCR MCR Delay

■ Table 2. Characteristics of the GFR VCs for the
internetwork scenario.

1 to 1* 34 Mb/s 2 Mb/s 15 ms

2 to 2* 34 Mb/s 4 Mb/s 15 ms

3 to 3* 34 Mb/s 6 Mb/s 15 ms

4 to 4* 34 Mb/s 8 Mb/s 15 ms

5 to 5* 34 Mb/s 10 Mb/s 15 ms

6 to 6* 34 Mb/s 2 Mb/s 30 ms

7 to 7* 34 Mb/s 4 Mb/s 30 ms

8 to 8* 34 Mb/s 6 Mb/s 30 ms

9 to 9* 34 Mb/s 8 Mb/s 30 ms

10 to 10* 34 Mb/s 10 Mb/s 30 ms

Router pair PCR MCR Delay
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the left side of Fig. 8 goes to a corre-
sponding workstation on the corre-
sponding LAN on the right side of Fig.
8. The workstations on the left side of
the figure continuously send 1 Mbyte
files. The MTU size of the workstations
was set to the default MTU size of IP
over Ethernet, 1500 bytes or 32 ATM
cells. The routers are tail-drop routers
with buffers large enough to avoid pack-
et losses. The characteristics of the GFR
VCs used in this environment are sum-
marized in Table 2.

For the simulations with internetwork
traffic, we set the low threshold to 2000
cells for the simple switch implementa-
tion, and the MBS of the traffic con-
tract was set to 320 cells (10 maximum
size Ethernet packets). For the per-VC
threshold and scheduling implementa-
tion, the global thresholds were set to
2000 and 12,000 cells ,  respectively,  while the per-VC
threshold was equal to the MBS of the GFR VCs. For the
RED implementation, maxp was set to 10 percent, minth to
2000 cells, maxth to 6000 cells.

The simulations with the simple switch implementation

(Fig. 9) reveal that the performance of TCP with internet-
work traffic is much better than with workstation traffic,
although not perfect. This is explained by two factors. The
first is that the burstiness of LAN traffic is smaller than that
of workstation traffic. This implies that the F-GCRA will
mark a lower percentage of the frames. The second is that
internetwork traffic is less sensitive to burst losses. When a
burst of packets is marked by the F-GCRA and later on dis-
carded by the ATM switches, only a small number of the
workstations attached to the routers are affected by these
losses. With internetwork traffic, the influence of the MBS
and low threshold on performance was lower than with work-
station traffic [6].

As with workstation traffic, the simple switch implemen-
tation is clearly outperformed by the scheduler-based
implementations (Fig. 10). Also, with internetwork traffic,
these per-VC implementations continue to exhibit a bias
toward TCP connections with smaller round-trip times. The
overall goodput efficiency is 94.3 percent for the two stud-
ied scheduler based implementations. Apparently, the uti-
lization of a RED-based buffer acceptance mechanism does
not result in better overall TCP goodput. This is probably
because the scheduler alone is responsible for most of the
good performance, while the influence of the buffer accep-
tance algorithm is weaker. A potential drawback of the
RED-based implementation is that many parameters need
to be configured.

■ Figure 6. The performance of workstation TCP traffic with the
simple switch implementation.
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■ Figure 7. Performance of workstation TCP traffic with WFQ-
based switch implementation.
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■ Figure 8. An internetwork traffic scenario.
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■ Figure 9. The performance of internetwork traffic with the sim-
ple switch implementation.
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Conclusion
In this article we first describe the main characteristics of the
guaranteed frame rate service category. We show the important
elements of the two GFR conformance definitions. We then dis-
cuss various switch implementations ranging from the simplest
one to complex implementations relying on a per-VC scheduler.
We then summarize the results of simulations carried out with
three of these implementations. Our simulations in two different
environments clearly show the limitations of the simplest switch
implementation from a performance point of view with TCP/IP
traffic. The two scheduler-based switch implementations we stud-
ied produced very good results, with a small advantage for the
implementation relying on a RED-based buffer acceptance algo-
rithm when each TCP connection is carried inside a single ATM
VC. However, these two switch implementations proved to be
equivalent when many TCP connections are carried inside a sin-
gle ATM VC. From a performance point of view, we expect that
switches will rely on per-VC schedulers to efficiently support
TCP/IP with the GFR service category.

Our work and that done by many other researchers on the
performance of TCP with GFR service can be summarized in
a few informal lessons that are applicable to the performance
of TCP with other technologies with some kind of bandwidth
reservation such as the differentiated services under study
within IETF:
• Any simulation study of TCP performance should consider

at least workstation and internetwork traffic. These two
types of traffic have different characteristics, and studying
only one type of traffic would produce biased results.

• The traffic generated by one or a group of TCP sources is
bursty, and TCP has some difficulties dynamically adapting
its traffic pattern to a traffic contract enforced by a leaky-
bucket-like mechanism. This imperfect adaptation to the
traffic contract enforced by the policing unit usually implies
that TCP will have difficulties to fully benefit from the
reserved bandwidth unless the burstiness of the traffic is
reduced with some kind of shaper, as discussed in [6].

• The performance of TCP is an end-to-end problem and
many factors — the source TCP implementation, the shap-
ing and/or policing devices, and the buffer acceptance,
queuing, and scheduling strategies of the switches and the
destination TCP implementation — influence this end-to-
end performance.
Although these lessons are based on research on TCP over

ATM, they should also be considered by researchers studying
the performance of TCP over other network technologies,
including (but not only) pure IP.
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■ Figure 10. The performance of internetwork traffic with WFQ-
based switch implementations.
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